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 In some AR systems, the user turns his head in 
front of a camera and the head is augmented 
with a virtual object;

 We need an algorithm able to track the person’s 
head with enough accuracy and real-time;

http://campar.in.tum.de/Chair/ProjectDepthPerceptionMedicalAR
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 One way to do it is building a reference 3D 
model of the user’s head and tracking it 
through all frames.
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 Our approach consists of some steps:
◦ First: A reference 3D model is built with the 

KinectFusion;
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 Second: The Kinect raw data is aligned to the 
reference 3D model, predicting the current camera 
pose;
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 Third: A head pose estimator is used to give an initial 
guess to the tracking algorithm when it fails.
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 Our method is inspired by two recent works: 
◦ KinectFusion: used to reconstruct the user’s head 

(Izadi et al. 2011);
◦ Real-Time Head Pose Estimation using Random 

Regression Forests: used to estimate the head pose 
(Fanelli et al. 2011);
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Izadi et al. (2011) “KinectFusion: Real-time 3D Reconstruction and 
Interaction Using a Moving Depth Camera”
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 Fanelli et al (2011) trained random forests to estimate head pose 
from low-quality depth images. 

 To train the trees, each depth map was annotated with labels 
indicating head center and Euler rotation angles.

 This probabilistic approach achieves high-quality and runs in real-
time using only CPU.

Fanelli et al. (2011) “Real Time Head Pose Estimation from 
Consumer Depth Cameras”
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 For each new depth frame:
◦ We segment the user’s head by applying a Z-axis 

threshold of 1.3m + Viola-Jones face detector;
◦ We apply the ICP algorithm to compute the current 

camera pose;
◦ When the ICP fails, the head pose estimation is 

used to give a new initial guess to the ICP.
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Dprev – Previous depth frame
Dcurr – Current depth frame
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 We tested our algorithm with real data 
captured with a Kinect sensor using a grid 
with volume size of 50cmx50cmx130cm.

 We can analyze the qualitative performance 
for two cases: fast translation and rotation of 
the user’s face.
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 A) The user translated his face fast. A small number 
of points were at the same image coordinates and 
the ICP failed;

 B) By applying our approach we solved this 
problem.

A B



 The algorithm slighty improved the tracking 
performance;
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 There are cases that the tracking algorithm 
fails even if the head pose estimation 
provides the initial guess.

 In this case, the user needs to reposition his 
face.
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 The accuracy of the head pose estimation is 
the same as the Fanelli’s approach:
◦ Angle error: about 8º in each axis;
◦ Head center error: 10mm
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 We presented an approach for robust real-
time face tracking using head pose 
estimation for a markerless AR system;

 We used the KinectFusion and extended its 
tracking algorithm using a head pose 
estimation algorithm;

 We showed that this approach can handle 
more face pose changes than the original 
KinectFusion’s tracking.
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 Encouraged by the work of Meister et al. 
(2012), for future work we plan to analyse the 
accuracy of the system to check if this 
method can be used for medical applications.

 Further improvements:
◦ Deformable registration algorithm;
◦ Improve the ICP matching algorithm;
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